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Abstract

Designing complex 3D scenes has been a tedious, man-
ual process requiring domain expertise. Emerging text-to-
3D generative models show great promise for making this
task more intuitive, but existing approaches are limited to
object-level generation. We introduce locally conditioned
diffusion as an approach to compositional scene diffusion,
providing control over semantic parts using text prompts
and bounding boxes while ensuring seamless transitions
between these parts. We demonstrate a score distillation
sampling–based text-to-3D synthesis pipeline that enables
compositional 3D scene generation at a higher fidelity than
relevant baselines. Project website here.

1. Introduction
Traditionally, 3D scene modelling has been a time-

consuming process exclusive to those with domain exper-
tise. While a large bank of 3D assets exists in the public do-
main, it is quite rare to find a 3D scene that fits the user’s ex-
act specifications. For this reason, 3D designers often spend
hours to days modelling individual 3D assets and compos-
ing them together into a scene. To bridge the gap between
expert 3D designers and the average person, 3D generation
should be made simple and intuitive while maintaining con-
trol over its elements (e.g., size and position of individual
objects).

Recent work on 3D generative models has made progress
towards making 3D scene modelling more accessible. 3D-
aware generative adversarial networks (GANs) [21, 50, 29,
10, 31, 23, 5, 44, 27, 19, 38, 4, 13, 54, 33, 53] have shown
promising results for 3D object synthesis, demonstrating
elementary progress towards composing generated objects
into scene [32, 51]. However, GANs are specific to an ob-
ject category, limiting the diversity of results and making
scene-level text-to-3D generation challenging. In contrast,
text-to-3D generation [35, 22, 48] using diffusion models
can generate 3D assets from a wide variety of categories via
text prompts [1, 39, 40]. Existing work leverages strong 2D
image diffusion priors trained on internet-scale data, using

a single text prompt to apply a global conditioning on ren-
dered views of a differentiable scene representation. Such
methods can generate high-quality object-centric genera-
tions but struggle to generate scenes with multiple distinct
elements. Global conditioning also limits controllability, as
user input is constrained to a single text prompt, providing
no control over the layout of the generated scene.

We introduce locally conditioned diffusion, a method
for compositional text-to-image generation using diffusion
models. Taking an input segmentation mask with corre-
sponding text prompts, our method selectively applies con-
ditional diffusion steps to specified regions of the image,
generating outputs that adhere to the user specified com-
position. We also achieve compositional text-to-3D scene
generation by applying our method to a score distillation
sampling–based text-to-3D generation pipeline. Our pro-
posed method takes 3D bounding boxes and text prompts
as input and generates coherent 3D scenes while provid-
ing control over size and positioning of individual assets.
Specifically, our contributions are the following:

• We introduce locally conditioned diffusion, a method
that allows greater compositional control over existing
2D diffusion models.

• We introduce a method for compositional 3D synthe-
sis by applying locally conditioned diffusion to a score
distillation sampling–based 3D generative pipeline.

• We introduce key camera pose sampling strategies,
crucial for compositional 3D generation.

2. Related work

2D diffusion models. Advances in large-scale 2D diffu-
sion models trained on internet-scale data [7, 30, 39, 36,
37, 40, 43] have allowed generation of high-quality images
that stay accurate to complex text prompts. While text-
conditioned diffusion models excel at reproducing the se-
mantics of a prompt, compositional information is usually
ignored. Variants of existing methods [39] instead condition
their models with semantic bounding boxes. This change
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Figure 1. Results of our method. Given user-input bounding boxes with corresponding text prompts, our method is able to generate high-
quality 3D scenes that adhere to the desired layout with seamless transitions. Our locally conditioned diffusion method blends multiple
objects into a single coherent scene, while simultaneously providing control over the size and position of individual scene components.
Text prompts for bottom row (from left): (1) “a lighthouse” and (2) “a beach”; (1) “the Sydney Opera House” and (2) “a desert”; (1)
“a cherry blossom tree” and (2) “a lake”; (1) “a small castle” and (2) “a field of red flowers”. Videos of our results can be found in the
supplementary materials.

allows greater control over the composition of the gen-
erated image. However, bounding-box-conditioned mod-
els must be trained with annotated image data [3]. These
datasets are often much more limited in size, which restricts
the diversity of the resulting diffusion model. Our locally
conditioned diffusion approach leverages pre-trained text-
conditioned 2D diffusion models to generate high-quality
images with better compositional control without restrict-
ing the complexity of user-provided text-prompts.

Compositional image generation. Recent work found
that Energy-Based Models (EBMs) [8, 9, 20, 11, 12] tend
to struggle with composing multiple concepts into a sin-
gle image [8, 25]. Noting that EBMs and diffusion models
are functionally similar, recent work improves the expres-
sivity of diffusion by borrowing theory from EBMs. For
example, [25] achieves this by composing gradients from
denoisers conditioned on separate text-prompts in a manner
similar to classifier-free guidance as proposed by [7]. Ex-

isting work, such as Composable-Diffusion [25], however,
apply composition to the entire image, offering no control
over the position and size of different concepts. Our lo-
cally conditioned diffusion approach selectively applies de-
noising steps over user-defined regions, providing increased
compositional control for image synthesis while ensuring
seamless transitions.

Text-to-3D diffusion models. Recent advances in 2D
diffusion models have motivated a class of methods for
performing text-to-3D synthesis. Existing methods lever-
age 2D diffusion models trained on internet-scale data to
achieve text-to-3D synthesis. Notably, DreamFusion [35]
with Imagen [40], Score Jacobian Chaining (SJC) [48] with
StableDiffusion [39] and Magic3D [22] with eDiff-I [1] and
StableDiffusion [39]. Previous methods [35, 48, 22, 28]
perform 3D synthesis by denoising rendered views of a dif-
ferentiable 3D representation. This process is coined Score
Distillation Sampling (SDS) by the authors of DreamFu-



“cherry blossom tree”

“yellow flowers”

“a pond”

Volume Rendering

Bounding Box Rendering

VoxNeRF 
Representation

Update VoxNeRF Weights

Input Bounding Boxes

SD

SD

SD
Frozen Image 
Diffusion Prior

SD

Figure 2. Overview of our method. We generate text-to-3D content using a score distillation sampling–based pipeline. A latent diffusion
prior is used to optimize a Voxel NeRF representation of the 3D scene. The latent diffusion prior is conditioned on a bounding box
rendering of the scene, where a noise estimation on the image is formed for every input text prompt, and denoising steps are applied based
on the segmentation mask provided by the bounding box rendering.

sion [35]. Intuitively, SDS ensures that all rendered views
of the 3D representation resemble an image generated by
the text-conditioned 2D diffusion model. Current methods
are able to generate high quality 3D assets from complex
text prompts. However, they are unable to create 3D scenes
with specific compositions. Our proposed method enables
explicit control over size and position of scene components.

3. Diffusion preliminaries

Recent work has shown that diffusion models can
achieve state-of-the-art quality for image generation
tasks [7]. Specifically, Denoising Diffusion Probabilis-
tic Models (DDPMs) implement image synthesis as a de-
noising process. DDPMs begin from sampled Gaussian
noise xT and apply T denoising steps to create a final im-
age x0. The forward diffusion process q is modelled as
a Markov chain that gradually adds Gaussian noise to a
ground truth image according to a predetermined variance
schedule β1, β2, . . . , βT

q(xt|xt−1) = N
(
xt;

√
1− βtxt−1, βtI

)
(1)

The goal of DDPMs is to train a diffusion model to revert
the forward process. Specifically, a function approxima-
tor ϵϕ is trained to predict the noise ϵ contained in a noisy
image xt at step t. ϵϕ is typically represented as a convo-
lutional neural network characterised by its parameters ϕ.
Most successful models [7, 15, 41] train their models using
a simplified variant of the variational lower bound on the
data distribution:

LDDPM=Et,x,ϵ

[
∥ϵ− ϵϕ (xt, t)∥2

]
(2)

with t uniformly sampled from {1, . . . , T}. The resulting
update step for obtaining a sample for xt−1 from xt is then

xt−1 = xt−
1− αt√
1− ᾱt

ϵϕ(xt, t)+
1− ᾱt−1

1− ᾱt
βtN (0, I) (3)

where ᾱt =
∏t

s=1 αs, αt = 1− βt.
Text-to-image diffusion models build upon the above

theory to introduce conditional diffusion processes using
classifier-free guidance [14]. Given a condition y, usually
represented as a text prompt, a diffusion model ϵϕ(xt, t, y)
is trained to predict noise in an image as shown in Eq. 2.
During training, conditioning y is randomly dropped out,
leaving the diffusion model to predict noise without it. At
inference, noise prediction is instead represented by:

ϵ̂ϕ(xt, t, y) = ϵϕ(xt, t, ∅) + s
(
ϵϕ(xt, t, y)− ϵϕ(xt, t, ∅)

)
(4)

Where s is a user-defined constant controlling the degree
of guidance and ϵ(xt, t, ∅) represents the noise prediction
without conditioning.

4. Locally conditioned diffusion

We introduce locally conditioned diffusion as a method
for providing better control over the composition of images
generated by text-conditioned diffusion models. The key in-
sight of our method is that we can selectively apply denois-
ing steps conditioned on different text prompts to specific
regions of an image.

Given a set of text prompts {y1, . . . , yP }, classifier-free
guidance [14] provides a method for predicting denoising
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Figure 3. 2D locally conditioned diffusion results. Given coarse segmentation masks as input, our method is able to generate images that
follow the specified layout while ensuring seamless transitions. Results in the first row are generated using GLIDE [30], while the second
and third rows show results generated using StableDiffusion [39].

steps conditioned on yi:

ϵ̂ϕ(xt, t, yi) = ϵϕ(xt, t, ∅)+ s
(
ϵϕ(xt, t, yi)− ϵϕ(xt, t, ∅)

)
(5)

Using a user-defined semantic segmentation mask m, where
each pixel m[j] has integer value [1, P ], the overall noise
prediction can then be represented by selectively applying
noise predictions to each labelled image patch:

ϵ̂ϕ(xt, t, y1:P ,m) =

P∑
i=1

1i(m)⊙ ϵ̂ϕ(xt, t, yi) (6)

Where 1i(m) is the indicator image with equivalent dimen-
sionality as m and

1i(m)[j] =

{
1, if m[j] = i

0, otherwise
(7)

The proposed locally conditioned diffusion method is sum-
marized in Algorithm 1.

Although a large proportion of noise predictions are not
used, in practice only one diffusion model ϵϕ is queried. All
calls to the model for each unique text-conditioning yi can
be batched together for increased efficiency.

Our locally conditioned diffusion method generates
high-fidelity 2D images that adhere to the given semantic
segmentation masks. Note that, while each segment of the
image is locally conditioned, there are no visible seams in
the resulting image and transitions between differently la-
belled regions are smooth, as shown in Fig. 3 (see Sec. 6
for more details).

Algorithm 1 Locally conditioned diffusion

Require: Diffusion models ϵ̂ϕ(xt, t, yi), guidance scale s,
semantic mask m
xT ∼ N (0, I) ▷ Initialize Gaussian noise image
for t = T, . . . , 1 do

ϵi ← ϵ̂ϕ(xt, t, yi) ▷ Individual noise predictions
ϵ← ϵ̂ϕ(xt, t, ∅) ▷ Unconditional noise prediction
ϵsem ←

∑P
i=1 1i(m)⊙ s(ϵi − ϵ) ▷ Combine noise

predictions
xt−1 = Update(xt, ϵsem) ▷ Apply denoising step

end for

5. Compositional 3D synthesis
To make compositional text-to-3D synthesis as simple as

possible, our method takes 3D bounding boxes with corre-
sponding text prompts as input. The goal of our method
is to generate 3D scenes that contain objects specified by
the text prompts while adhering to the specific composition
provided by the input bounding boxes. In this section, we
describe our method and how we apply locally conditioned
diffusion in 2D to enable controllable generation in 3D.

Text-to-3D with Score Distillation Sampling. Our
method builds off existing SDS-based text-to-3D methods
[22, 35, 48]. SDS-based methods leverage a 3D scene rep-
resentation parameterized by θ is differentiably rendered at
a sampled camera pose, generating a noised image g(θ)
which is passed into an image diffusion prior. Our method
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Figure 4. Baseline comparisons. Left to right: (i) SJC results using a single text prompt, (ii) SJC generating each scene component
independently, (iii) SJC combined with Composable-Diffusion [25], and (iv) our method with corresponding bounding boxes and text
prompts. Generations for each row use the text prompts listed on the right. Results in the first column are generated by combining individual
text prompts with the connecting phrase “in the middle of”, e.g. “a lighthouse in the middle of a beach”. Our method successfully composes
different objects into a coherent scene while following the user input bounding boxes.

builds off SJC [48], therefore we follow their pipeline, us-
ing a Voxel NeRF [6, 24, 45, 47, 52] representation and a
volumetric renderer. The image diffusion prior provides the
gradient direction to update scene parameters θ.

∇θLSDS(ϕ, g(θ)) = Et,ϵ

[
w(t)(ϵ̂(xt, y, t)− ϵ)

∂x

∂θ

]
(8)

This process is repeated for randomly sampled camera
poses, as the text-conditioned image diffusion prior pushes
each rendered image towards high density regions in the
data distribution. Intuitively, SDS ensures images rendered
from all camera poses resembles an image generated by the
text-conditioned diffusion prior.

Bounding-box-guided text-to-3D synthesis. To achieve
text-to-3D scene generations that adhere to user input
bounding boxes, our method takes the standard SDS-based
pipeline and conditions the image diffusion prior with ren-
derings of the input bounding boxes. Specifically, our
method works as follows. First, a random camera pose is

sampled and a volume rendering of the 3D scene model is
generated, we call this image xt. Using the same camera
pose, a rendering of the bounding boxes is also generated,
we call this image m. This image is a segmentation mask,
where each pixel contains an integer value corresponding
to a user input text prompt. The volume rendering is then
passed in to the image diffusion prior which provides the
necessary gradients for optimizing the 3D scene representa-
tion. However, instead of conditioning the image diffusion
prior on a single text prompt, we generate denoising steps
for all text prompts with corresponding bounding boxes vis-
ible from the sampled camera pose. We then selectively
apply these denoising steps to the image based on the seg-
mentation mask m, and backpropagate the gradients to the
3D scene as usual. This is equivalent to applying the noise
estimator described in Eq. 6 to the SDS gradient updates.

∇θLSDS(ϕ, g(θ),m) = Et,ϵ

[
w(t)(ϵ̂ϕ(xt, t, y1:P ,m)−ϵ)∂x

∂θ

]
(9)



While previous SDS-based text-to-3D methods ensure all
rendered views of the 3D scene lie in the high probability
density regions in the image prior conditioned on a single
text prompt, our method ensures that all rendered views also
align with the rendered bounding box segmentation masks.
An overview of our method is provided in Fig. 2.

Object-centric camera pose sampling. As discussed
in prior work [35, 22, 48], high classifier-free guidance
weights are crucial for SDS methods to work. While im-
age generation methods typically use guidance weights in
the range of [2, 50], methods such as DreamFusion use
guidance weights up to 100 [35]. Using a high guidance
scale leads to mode-seeking properties which is desirable
in the context of SDS-based generation. However, mode-
seeking properties in image diffusion priors have the ten-
dency of generating images with the object at the center of
the image. When applying high guidance weights to lo-
cally conditioned diffusion, it is possible for the resulting
image to ignore semantic regions that are off center, since
mode-seeking behaviour of the diffusion model expects the
object described by the text prompt to be at the center of
the image, while the semantic mask only applies gradients
from off-centered regions. In the context of our method,
this mode-seeking behavior causes off-centered bounding
box regions to become empty.

We combat this effect using object-centric camera pose
sampling. While existing works [35, 22, 48] sample camera
poses that are always pointed at the origin of the 3D scene
model, in our method, we randomly sample camera poses
that point at the center of each object bounding box instead.
This means that during optimization of the 3D scene, each
bounding box region will have the chance at appearing at
the center of the image diffusion prior.

Locally conditioned diffusion with latent diffusion mod-
els. Existing SDS-based methods, such as DreamFusion
[35] and Magic3D [22], leverage image diffusion priors in
their method 1. While SJC [48] uses a very similar method-
ology, their method actual employs a latent diffusion prior
in the form of StableDiffusion [39]. Therefore, volume ren-
derings of the 3D scene lies in the latent space instead of
the image space. Note that previous work [34] has shown
that the latent space is essentially a downsampled version of
the image space, meaning we are still able to apply locally
conditioned diffusion to the latent space.

1In Magic3D, a latent diffusion prior is also used, but the gradient of
the encoder in the latent diffusion model is provided to convert gradient
updates in the latent space back to the image space.

6. Experiments
We show qualitative results on compositional text-to-2D

and text-to-3D generation. For 3D results, we mainly com-
pare against SJC [48] as it is the best-performing publicly-
available text-to-3D method. We also implemented a ver-
sion of SJC that leverages Composable-Diffusion [25] as an
additional baseline.

6.1. Compositional 2D results

Implementation details. We apply our locally condi-
tioned diffusion method to existing text-conditioned diffu-
sion models: GLIDE [30] and StableDiffusion [39]. We
use pre-trained models provided by the authors of each re-
spective paper to implement locally conditioned diffusion.
Each image sample takes 10–15 seconds to generate on an
NVIDIA A100 GPU, where duration varies according to
the number of distinct semantic regions provided. Note that
sampling time increases sub-linearly with respect to number
of regions/prompts, this is because calls to the same model
for each text-conditioning can be done in a single batch.

Qualitative results. We provide qualitative examples in
Fig. 3. Our method is able to generate high-fidelity images
that adhere to the input semantic masks and text prompts.
Note that our method does not aim at generating images that
follow the exact boundaries of the input semantic masks,
instead it strives to achieve seamless transitions between
different semantic regions. A key advantage of locally
conditioned diffusion is that it is agnostic to the network
architecture. We demonstrate this by showing that our
method works on two popular text-to-image diffusion mod-
els GLIDE [30] and StableDiffusion [39].

6.2. Compositional 3D results

Implementation details. Our compositional text-to-3D
method builds upon the SJC [48] codebase. Following SJC,
we use a Voxel NeRF to represent the 3D scene model and
StableDiffusion [39] as the diffusion prior for SDS-based
generation. The Voxel NeRF representing the 3D scene is
set to a resolution of 1003. This configuration uses ≈ 10
GB of GPU memory. The original SJC method uses an
emptiness loss scheduler to improve the quality of gener-
ated scenes. Our method also leverages this emptiness loss;
please refer to the original SJC [48] for more details.

Qualitative results. We provide qualitative examples of
compositional text-to-3D generations with bounding box
guidance in Fig. 1. Notice that our method is able to gener-
ate coherent 3D scenes using simple bounding boxes with
corresponding text prompts. Our method generates results
that adhere to the input bounding boxes, allowing users to
edit the size and position of individual scene components
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Figure 5. Size and position control. Our method provides size and position control of individual scene components through user-defined
bounding boxes. Our method provides fine-grained control over scene composition while ensuring each components blends seamlessly
into the overall scene.

before generation. Fig. 5 shows generated results of the
same scene prompts with differing bounding box sizes and
positions. Note that our method is able to adapt to the user’s
input and generate scenes with varying compositions.

Baseline comparisons. We compare our method to dif-
ferent variants of SJC [48]. Namely, (i) SJC generations
using a single prompt for the entire scene, (ii) individual
SJC generations for each scene component, and (iii) an im-
plementation of Composable-Diffusion [25] combined with
SJC. Although DreamFusion [35] and Magic3D [22] have
also shown to generate high-quality results, both models
leverage image diffusion priors (Imagen [40] and eDiff-I
[1]) that are not publicly available. However, it is important
to note that our method can theoretically be applied to any
SDS-based method. This can be achieved by replacing the
image diffusion model in DreamFusion [35] and Magic3D
[22] with the locally conditioned method described above.

We provide qualitative results for our method and each
baseline in Fig. 4. In our experiments we attempt to com-
pose two scene components into a coherent scene. Specif-
ically, we choose an object-centric prompt that describes
individual objects, paired with a scene-centric prompt that
describes a background or an environment.

We observe that SJC fails to capture certain scene com-
ponents when composing multiple scene components into
a single prompt. Our method is able to capture individual
scene components while blending them seamlessly into a
coherent scene.

For object-centric prompts, SJC is able to create high-
quality 3D generations. However, scene-centric prompts
such as “a desert” or “a beach” end up generating dense
volumes that resemble the text-prompt when rendered from
different angles, but fail to reconstruct reasonable geometry.

“a cherry blossom tree”

“a reflective purple lake”

Figure 6. Seamless transitions. Our method is able to smoothly
transition between scene components in different bounding boxes.
In this example, we can see the reflection of the cherry blossom
tree in the lake.

By defining bounding boxes for each scene component, our
method provides coarse guidance for the geometry of the
scene, this helps generate results with fewer “floater” arti-
facts. One option for compositional scene generation is to
generate each scene component individually and then com-
bine them manually afterwards. However, blending scene
components together in a seamless manner takes consid-
erable effort. Our method is able to blend individual ob-
jects with scene-level detail. As shown in Fig. 6, although
the cherry blossom tree and the reflective purple lake cor-
respond to different bounding box regions, our method is
able to generate reflections of the tree in the water. Such
effects would not be present if each scene component were
generated individually and then manually combined.

We also compare our method to a composable imple-
mentation of SJC using Composable-Diffusion [25]. How-
ever, this method fails to generate reasonable 3D scenes.

Quantitative results. Following prior work [35, 16], we
evaluate the CLIP R-Precision, the accuracy of retriev-
ing the correct input caption from a set of distractors us-
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Figure 7. Ablation over object-centric sampling. Without
object-centric sampling, our method fails fully capture off-
centered scene components.

ing CLIP [36], of our compositional method. Tab. 1 re-
ports CLIP R-Precision values for rendered views of scenes
shown in Fig. 4 using our compositional method and SJC
with a single prompt. Our method outperforms the baseline
across all evaluation methods.

Table 1. CLIP R-Precision comparisons.

R-Precision ↑
Method B/32 B/16 L/14

Single Prompt (SJC) 27..8 31.5 28.53
Composed (Ours) 38.6 54.3 29.8

Ablations. We found that object-centric camera pose
sampling is essential for successful composition of multi-
ple scene components. This is especially true for bound-
ing boxes further away from the origin. We compare gen-
erations with and without object-centric pose sampling in
Fig. 7. Note that our method tends to ignore certain scene
components without object-centric sampling.

Speed evaluation. Unless stated otherwise, all results
were generated by running our method for 10000 denoising
iterations with a learning rate of 0.05 on a single NVIDIA
RTX A6000. Note that scenes with a higher number of dis-
tinct text prompts require a longer period of time to gen-
erate. Using SJC, generating scene components individu-
ally causes generation time to scale linearly with number
of prompts. In contrast, our method can compose the same
number of prompts in a shorter amount of time, as calls
to the same diffusion prior conditioned on different text-
prompts can be batched together. Table 2 shows generation
times for SJC and our method for 3000 denoising iterations.

Table 2. Generation times using SJC [48] for individual prompts
and composing multiple prompts using our method.

# of prompts

Method 1 2 3

Individual (SJC) 8 mins 16 mins 24 mins
Composed (Ours) 8 mins 12 mins 15 mins

7. Discussion and Conclusions
Creating coherent 3D scenes is a challenging task that re-

quires 3D design expertise and plenty of manual labor. Our
method introduces a basic interface for creating 3D scenes
without any knowledge of 3D design. Simply define bound-
ing boxes for the desired scene components and fill in text
prompts for what to generate in those regions.

Limitations and future work. Although text-to-3D
methods using SDS [35, 48, 22] have shown promising re-
sults, speed is still a limiting factor. While advances in
image-diffusion-model sampling [26, 18, 42, 49, 46] have
enabled the generation of high-quality results in dozens of
denoising steps, SDS method still require thousands of it-
erations before a 3D scene can be learned. SDS-based
methods are also limited by their reliance on unusually
high guidance scales [35]. A high guidance scale promotes
mode-seeking, but leads to low diversity in the generated re-
sults. Concurrent works [2, 17] have shown other methods
for controlling text-to-image diffusion synthesis with coarse
segmentation masks. However, these methods require run-
ning a diffusion prior on multiple image patches before
forming a single image, greatly increasing time needed to
generate a single denoising step. In theory, these works
could be applied in combination with our method, albeit
with greatly increased time needed to generate a single 3D
scene.

Ethical considerations. Generative models, such as ours,
can potentially be used for spreading disinformation. Such
misuses pose a societal threat and the authors of this paper
do not condone such behavior. Since our method leverages
StableDiffusion [39] as an image prior, it may also inherit
any biases and limitations found in the 2D diffusion model.

Conclusion. Text-to-3D synthesis has recently seen
promising advances. However, these methods mostly spe-
cialize in object-centric generations. Our method is an ex-
citing step forward for 3D scene generation. Designing a
3D scene with multiple components no longer requires 3D
modeling expertise. Instead, by defining a few bounding
boxes and text prompts, our method can generate coherent
3D scenes that fit the input specifications.
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